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Interactive Data Mining and Design of Experiments

Abstract

This paper describes an application of one of JIMP software’s data mining techniques, called
recursive partitioning, to a manufacturing data set. This data set is available on
www.jmp.com, so the reader can use the data set to follow the development in this paper, if
so desired.

The paper describes how a fictional Six Sigma project team uses partitioning to narrow down
the list of potential experimental factors. The team then constructs an experimental design
using the JMP Custom Design platform. The paper also summarizes a real case study that
illustrates the synergy between partitioning and design of experiments.

The purpose of the paper is to illustrate the value, for Six Sigma projects, of analyzing
historical manufacturing data to inform the choice of factors and levels for statistically
designed experiments. The paper is in the form of a tutorial for the relevant JMP analyses.

1. Data Mining

1.1. What Is Data Mining?

The term data mining refers to the analysis of large observational data sets with the goal of
finding unsuspected relationships. A data set can be “large” either in the sense that it
contains a large number of records or that a large number of variables is measured on each
record.

Data mining techniques are often applied to data sets that were collected for purposes other
than those of the data mining study. The data sets employed are often transaction logs, such
as records of all credit card purchases over a month. So the data sets used in data mining
often consist of observational and convenience samples rather than random samples. These
data sets also tend to be messy; they tend to include outliers, missing values, sparsely
populated variables, and unruly data distributions.

In its infancy, data mining was used in customer research to answer simple questions, such
as, “Who buys what?” It was also used in market basket analysis to make associations, for
example, “If a customer buys Product X, is she likely to buy Product Y?” As data mining has
evolved, so have its applications. In the field of biological research, for example, data mining
techniques are extremely useful in analyzing microarrays, which result in data sets that have
large numbers of variables — sometimes hundreds of thousands.
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Today, data mining techniques are widely used in market research, analysis of customer
satisfaction surveys, and in many areas where large databases are available. For example,
data mining is used in the credit industry to decide which applicants are good credit risks. lItis
also used in fraud detection, for example, to identify instances of credit card or insurance
fraud.

We have found data mining techniques valuable for quality improvement initiatives in Six
Sigma programs. In both transactional and manufacturing Six Sigma situations, large
observational data sets relating to the processes of interest are often available. These data
sets can be mined in order to:

Identify well-scoped Six Sigma projects.

*  Provide background information on relationships between predictors and responses,
either before further data collection or simply as background knowledge.

e Suggest causal relationships and potential solutions.
¢ |dentify anomalies.
e Reduce the number of predictors to be studied.

As such, data mining can be used to support the Define, Measure, Analyze, and Improve
phases of the DMAIC cycle. It can also be used to support Design for Six Sigma (DFSS)
projects.

1.2. Data Mining Techniques

The types of relationships that one seeks to discover or model in a data mining study can be
categorized into two main structures: global models and local patterns.

A global model defines a structure that applies globally to all points in the data set. Typical
examples include predictive and classification models. Also of interest is anomaly detection,
which consists of detecting deviations from the general, and is useful in fraud studies.

A local pattern is a relationship that applies in a restricted region of the variable values. For
example:

* In a marketing study, researchers might learn that 90% of customers who buy a high-end
yogurt product also buy high-end ice cream.

* In a study of accounts receivable data, researchers might learn that a certain group of
customers do not fit the general pattern in terms of payment and returns.

Data mining is associated with a large collection of modeling techniques. Some classical
statistical methods, such as multiple linear regression and logistic regression, are sometimes
included in the data mining arsenal. Other data mining methods include neural nets,
classification and regression trees, clustering algorithms, and association rules.
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Because data sets used in data mining tend to be messy, preprocessing tools that facilitate
data exploration, visualization, and validation are useful in the data mining process. Data
visualization methods are also critical in validating and understanding models that are derived
using data mining techniques.

1.3. Traditional Statistics versus Data Mining

As mentioned earlier, classical modeling methods are considered useful in data mining
applications. However, modeling techniques such as classification, regression tree analysis,
and neural nets differ from classical techniques in a fundamental way. Classical techniques
assume an underlying model. This model is fitted to the data, the model fit is evaluated, and
if the fit is considered adequate, hypothesis tests for the effect of predictors are performed in
order to identify significant predictors. Overfitting is prevented through the use of statistical
tests and diagnostics based on the underlying model assumptions. The quality of model
predictions is assessed using prediction intervals.

In contrast, techniques such as classification, regression tree analysis, and neural nets do not
assume an underlying model, and so do not accommodate hypothesis testing. Models
derived using these techniques are usually validated on independent data. Often, the
complete data set is split into a training, or development, data set and an evaluation data set.
Models are built using the development data, and they are evaluated on the evaluation data.

In large data sets, which are often characterized by complex observations, it is easy to model
noise. Since most data mining analyses are used for predictive purposes, it is important not
to model idiosyncrasies of the training data. The practitioner must always be aware of the
tension between modeling the underlying structure and modeling the noise (underfitting and
overfitting).

1.4. JMP and Data Mining

JMP software provides a comprehensive and interactive environment for exploring and
visualizing data, modeling relationships, and designing experiments. JMP is a desktop
statistics package that is suited for all users, including every level of Six Sigma practitioner —
from Green Belts to Master Black Belts.

JMP provides the user with a number of data mining tools, including:

e Multiple linear regression and logistic regression.
* Classification and regression trees (the Partition platform).
*  Neural nets.

e  Cluster analysis.
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Host JMP analyses are supported by extensive display and visualization tools. Rows in the
data table are dynamically linked to graphs. These links make it easy, for example, to locate
outliers in the data table, highlight groups of points in graphs that seem anomalous, and color
points in graphs according to the levels of a selected nominal variable. Because data mining
data sets are often messy and unruly, the display capabilities in JMP support the user in data
cleaning and data exploration, and later in the visualization of model results.

The JMP Neural Net platform fits a neural net with one hidden layer to a continuous or
nominal response. The JMP Partition platform is a classification and regression tree
methodology. Other tree-fitting methodologies, found in high-end and very expensive data
mining packages, are CART®, CHAID, and C5.0.

2. Recursive Partitioning

2.1. Partitioning
The JMP Partition platform is a version of classification and regression tree analysis.

Both response and factors (predictors) can be either continuous or categorical. Continuous
factors are split into two partitions according to cutting values. Categorical factors (factors
that are nominal or ordinal) are split into two groups of levels.

If the response is continuous, the sum of squares due to the differences between means is a
measure of the difference in the two groups. Both the variable to be split at a given level and
the cutting value for the split are determined by maximizing a quantity, called the LogWorth,
which is related to the p-value associated with the sum of squares due to the difference in
means. In the case of a continuous response, the fitted values are the means within the two
groups.

If the response is categorical, the splits are determined by maximizing a LogWorth statistic
that is related to the likelihood ratio chi-square statistic, reported in the JMP output as “G”"2".
In this case, the fitted values are the estimated proportions, or response rates, within groups.

The JMP Patrtition platform is extremely useful for both exploring relationships and for
modeling. It is very flexible, allowing a user to find not only splits that are optimal in a global
sense, but also node-specific splits that satisfy various criteria. The platform provides only a
minimal stopping rule — that is, a criterion to end splitting. This rule is based on a user-
defined minimum node size. The platform does not incorporate any other stopping rules; this
is advantageous in that it enhances flexibility.
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2.2. The Press Band Data

To illustrate the JIMP Partition platform, consider this example from the rotogravure printing
business. In the printing process:

1. Anengraved copper cylinder is rotated in a bath of ink.

2. Excess ink is removed.

3. Paper is pressed against the inked image.

4. The engraved image is removed from the cylinder once the job is complete.
5. The cylinder is re-used.

A defect called banding — which consists of grooves that appear in the cylinder at some point
during the print run — can sometimes occur, ruining the product. When banding is detected,
the run is halted, and the cylinder is removed and repaired. This process can take anywhere
from 30 minutes to six hours. So, understanding the conditions that lead to banding is critical
and could save a printer enormous amounts of money.

We will utilize a set of observational data on banding. This data can be found at
http://ftp.ics.uci.edu/pub/machine-learning-databases/ and is called “cylinder-bands”. The
following image captures part of the data. The data set contains 540 records and 39 variables.
The target variable is “Band Occurred?” and its values are “BAND” and “NOBAND".

] PressBandingData

~ PressBandingData O~ Foox® Job
~ Pattition = Date Date M/Y | Mumber | Cylinder No. Customer grain screened | proof on ctd ink paper type
1] 03m0n990]  03nee0| 23040 w0 GUIDEPOSTS | YES YES UNCOATED

= Calumns (33/0) 2| oamonoon]  04noon| 34683 | GdeT ECKERD NO YES COATED
Wl solvent type - 3| oamoanosn|  04nson| 25416 w203 TVGUIDE YES YES UNCOATED
ik type on cylinder 4| D4Man980|  Dar9e0| 34545 021 TARGET NO YES COATED
ik press type . 5| Dan7nosn|  D4nsen|  asase |Ta13 EXXON YES YES UNCOATED,
th press 6| Danonogn] 041990 36053068 WARDS NO YES COATED
i cylinder size 7| 04118/990] 0471990 36053 042 WARDS MO YES COATED
::"j:::;”taﬂk B| 04/1B1900| 04/1990| 3656 |F329 EXON VES VES UNCOATED
i 5| Dasnosn|  04n1me0|  34eE4 | G4oE BURDINES YES YES UNCOATED
dviscosiy 10| D4/261990]  04n1390] 34545 |06 TARGET NO YES UNCOATED,
A caliper . 11| D4r6n990]  D4n1gen| 344|014 TARGET NO YES UNCOATED
A ink temperature . 12| o5m51990]  05M990[ 471037244 MODMAT YES YES UNCOATED
A humidity . 13| osm7Age0]  o5Mse0| 47108 ma3 MODMAT NG YES COATED
 raughness . 14| Dsm7ge0|  O5M@e0| 4710 M2E0 MODMAT YES YES UNCOATED
A blade pressure . 15| D5m7/1990]  0s5n1890[ 47103 |T383 MODMAT NO YES COATED
A vamish pet . 16| 05M7A990| 06990 47103 |T78 MODMAT YES YES UNCOATED
:i”ﬂfspscfpee” 17| 0507990 061990 47103 W4 MODMAT YES YES UNCOATED
P 18] 05/07/1990]  05M1990] 38928 |M432 HOMESHOPPIN NG YES COATED
A ESA Valtags . 18| osm7ge0|  O5Mmen| 3RS MasT HOMESHOPPIN | NG YES COATED
A wax . 20| 05Mm9/980 | 051980 | 47103 |F242 MODMAT YES YES UNCOATED,
A hardener . 21| 05101990 061990 47103 [FE72 MODMAT YES YES UNCOATED
A roller duromater . 22| 05M11990]  05M990| 47103 [M260 MODMAT YES YES UNCOATED
o current density . 23| 05M4M990 | 05M990| 47103 FE79 MODMAT YES YES UNCOATED
A anode space ratio . 24| 05171990 05A980 | 36054 %400 WARDS NO YES COATED
o chrome content . 05| 051711980 051980 | 34752 %776 TOVSRUS NO MO COATED
Wk Band Oocurred? - 26| 0517/1980] 051980 34752 %713 TOVSRUS ND ND COATED

— 27| 05MBM990 | 05M990 |  34402[131 AUSTADS YES YES UNCOATED
= Rows . 28] 052411990 05/990 | 38648 F227 JAMESWAY  [NO YES UNCOATED
All raws s4a) . 23| 0BM2/1980| 0BA9G0| 36859 | FEE0 NATLWILDLIFE | YES YES UNCOATED
SELEEY u 30| 0BM3A1980 |  0BA990| 36859 |FE70 NTLWILDLFE | YES YES UNCOATED
Eﬁg:“‘ g 31| 0BMGA990 | 0GA990 | 36859 |F331 NATLWILDLIFE | YES YES UNCOATED
- o 32| 0BMGM990 |  0BA990| 36859 [FE71 NATLWILDLIFE | YES YES UNCOATED
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2.3. Formation of the Six Sigma Team

An analysis of the data, using the JMP Distribution platform, indicates that banding occurred
in 42% of press runs:

¥ = Distributions

¥*| ™ Band Occurred?

¥ Frequencies
Lewel Courit Prak
BAMND 227 042115
MOBARD 32 057585
Total 539 1.00000
M Missing 1
BARD MOBARD 2 Levels

This validates the formation of a Six Sigma team charged with reducing or eliminating
banding defects. We will tell the story of this fictional Six Sigma project team.

2.4. The Measure Phase

To fulfill its mission, the team must identify the root causes of banding. To identify root
causes of a problem, Six Sigma teams often construct cause-and-effect diagrams and begin
collecting data on potential root causes. Then they construct Pareto charts in an effort to find
root causes. But Pareto charts overlook complex relationships and interactions among
possible explanatory variables.

However, our Six Sigma team has a large historical data set available, and it makes sense to
see what can be learned from this data before proceeding to further data collection. The
available predictors for banding consist of 11 categorical variables and 18 continuous
variables. The team could, at this point, explore two-way relationships between the predictors
and the nominal response “Band Occurred?”. This exploration would consist of mosaic plots
and contingency tables for categorical predictors, and comparison boxplots and ANOVA
analyses for continuous predictors.

But such pairwise analyses will, necessarily, ignore complex interactions. The team could
employ logistic regression, with “Band Occurred?” as the response and all relevant predictors
included (excluding “ESA Voltage”, which is discussed in the following section). But it is not
reasonable to fit such a model because of the many categorical predictors, and the fact that
only 60 rows contain non-missing entries for all predictors (“ESA Voltage” excluded).

However, the team can easily construct a classification tree with “Band Occurred?” as the
response. As we will see, this analysis provides rich information about the conditions that
lead to banding.
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2.5. Data Validation

Observational data sets must always be examined for data integrity before they are analyzed.
For example, the following graphic indicates that the variable “ESA Voltage” is missing for all
but 18 records:

T ESA Voltage

¥ Quantiles ¥ Moments
—] = T+ b 100.0% maximum 16000 Mean 5.0694444
f— 99.5% 16000 Std Dev 430028
o7 5% 16000 Std Err Mean 11314368
90.0% 12400 upper 95% Mean 10 458565

7a0% quartie 1200 o] 4
S0.0% median
25.0% quattile o
Imlﬂlnl .". . .ﬂ. 1000% 0725 Sum 145 25
0 10 2.5% 0500 “ariance 23042688
0.5% 0.500 Skewwness -0.4900352
0.0% minimum 0500 Kurtosis -1.0549:52

X 9
M Mizzing

The number of missing rows by variable is shown in the following table. This table is easily
obtained under Tables/Summary.

.= Mumer
= Lakel Mis=sing

1 |M Miz=ing(ESA Volkage) 522

2 [M Mizzing(varnish pet) 281

3 M Mizzing(hardener) 219

4 [M Miszsing(location) 1356

5 | M Mizsing(vwax) 146

E (M Mizzing(roughness) 107

7 |M Mizzinglhlade pressure) 64

& M Mizzing(proof on ctd ink) a7

9 M Mis=sing(ink pct) a6
10 | M Missinglzolvert pot) 56
11 [ Missing(=zolvent type) 55
12 [N Missingproof cut) 55
13 [ Missingroller durometer 55
14 [N Missing(grain screened) 48
15 | M Missinglcaliper) 28
16 | M Mis=zingplating tank) 19
17 [N Missingitype on cylinder] 18
18 [M Miszinglpress speed) 12
19 [ Missing{current density) g
20 | M Missinglanode space ratio) g
2 M Missing(vizcosity) B
22 [N Missingloylinder size) L)
23 |M Missinglchrome content) 4
24 | Missinglink tempersture)) 3
25 | M Mizsingthumidity) 2
26 [M Missing(Band Occurred™) 1
27 |N Missing(paper type) u]
28 [M Missinglink type) u]
29 [N Missing(press type) u]
30 | M Missinglpress) 1]
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The team decides not to include “ESA Voltage” in their partition analysis. However, the team
uses all other potential predictors, even though some of these are about 50% missing. The
partition algorithm imputes — that is, randomly assigns — values for the missing values, and
this allows the variables that are poorly populated to be noticed, if they indeed help explain
banding.

Note that JMP 6 provides a Missing Data Pattern platform that helps identify patterns in
missing data. The following table shows an analysis with all predictors (other than “ESA
Voltage”) and the response “Band Occurred?” included. A “1” in the “Patterns” column
indicates that there are missing values in the variable that was entered in that ordered
position. For example, row 14 indicates missing values on ten variables — the variables
entered first, second, fifth, tenth, etc. These variables are listed to the right of the “Patterns”
column and display a “1” to indicate missing values. A total of nine rows in the original data
table have the missing value pattern described in row 14 of the Missing Value Pattern table.

o= grain proof on type on

= Count [ M Cols Missing Patterns SCreens ctdink | paper type |inktype | solventtype | cylinder | press type
1 [=in] 0 | 00000000000000000000000000000 1] 1] 0 1] 1] o 1]

2 46 1| 00000D0000000000001 0000000000 1] 1] 0 1] 1] o 1]

3 30 2 | 0000000000030030301 30001 20300 1] 1] a 1] 1] u} 1]

4 29 1 | 000000000000000000000001 00000 0 0 0 0 0 0 0

5 25 1 | 00000000000000000000001 000000 0 0 0 0 0 0 0

3 22 3 | 0000000000000000001 0001 1 00000 1] 1] 0 1] 1] a 1]

7 22 1| 0000000001 0000000000000000000 1] 1] 0 1] 1] o 1]

G 17 2 | 00000000000000000000001 1 00000 1] 1] 0 1] 1] o 1]

a9 15 2 | 0000000001 000000001 0000000000 1] 1] 0 1] 1] o 1]

10 14 2 | 0000000000000000001 0001 000000 1] 1] 0 1] 1] o 1]

11 13 3 | 00000000000000001 0100001 00000 0 0 0 0 0 0 0

12 9 2 | 00000000000000001 0000001 00000 0 0 0 0 0 0 0

13 9 2 | 00000200000000001 1 00000000000 1] 1] 0 1] 1] a 1]

14 9 10 | 1100920001 01 0000004 01 10110000 1 1 0 1] 1 a 1]

15 7 3 | 0000000001 0000000000001 1 00000 1] 1] 0 1] 1] o 1]

16 7 3 | 0000000001 000000001 00001 00000 1] 1] 0 1] 1] o 1]

17 7 9 | 1100120001 010000001 01 10010000 1 1 0 1] 1 o 1]

18 5 § | 010010000100000000101101 10000 0 1 0 0 1 0 0

Note that only 60 rows have non-missing values for all variables entered. Using the
designated predictors, a classical procedure such as logistic regression would utilize only 60
rows of the data.

2.6. The Classification Model

Our Six Sigma team proceeds to fit a classification model using the Partition menu in JMP.
The response is “Band Occurred?”, and the 28 variables are input as candidate predictors.
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Report: Partition
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Recursive partitioning
Select Columns
alll hurmiclity -
l roughness
Al blade pressure
l varnish pot
l press speed
lirk pct
ll =olvent pet
A ES2 Woltage
il wea
dl hardener
l roller durometer
ll current density
ll anode space ratio
4l chirome content
[ MBand Occurred?

Cast Selected Columns into Roles

1hs Band Occurred?
il orain screened

il proot on ctd ink
il paper type
thaink type

ths zolvert type
thatype on cylinder
tha pres= type
hapress

tha cylincer size
i location

il plating tank

ll proot cut

l viscosity

il caliper

allink temperature
il humiiciity

Al roughness

4l blade pressure
il varnish pct
dllpress speed
allink pet

il =olvent pet

il e

l hardener
dllroller durometer
il current densty

ll anode space ratio

4l chrome content

Action
K

Zancel

Rermowve

Recall

Help

2.7. The Partition Report

The following partition report opens. Points corresponding to the runs are jittered in such a
way that runs with banding are shown in red and are plotted in the area of the graph beneath
the horizontal divider at 42.12%. Blue points, which represent no banding, are shown above

the line.
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¥ ™ Pantition for Band Occurred?

1.00 _
- .-... ] ;
Bt ..-.- 5 . .- . .__.. - . -
075+ - L . e ..'\. - ot
3 Lo e A - T NOBAND
E ] " - .- . . . . l...
s050- - )
O L .' ]
E A ! e T ] .
m S, . Loree N ol
gasden LT R AL LR _
wo T St T s e BAND
. . SR R L o
0.00 L . L :
All Rowes

0.000

538
|

Al Rovwes
| |
Court "2
539 T33.y5209
Lewel Prak
BARD 04212
MNOBAMD 05755

¥ Candidates

2.8. Time to Split

Now the team performs the first split. JMP chooses the variable “press” as the splitting
variable. The graph updates to the following figure. The split places five presses in a node in

which “NOBAND” is more likely, and the three other presses in a node in which “BAND” is
more likely.

10
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¥ = Partition for Band Qccurred?

Tpress(813, 524, 628, 527, 802)

Tpress(816, 821, 515)

[
Courit G2 Courit G2
270 30903158 269 36534979
Lewvel Proh Lewvel Prob
BARND 0.2583 BARND 0.55836

NOBAND 07407
¥ Candidates

NOBAND 04164
¥ Candidates

1.00 i =
s ‘. . - : - o
075 - - 5
= . . . - . o MOBAMD
2 : . : -
a - L. . I. -
on0s0- . - ' = g N
O . H - "
= . . - -
5 :
m . . h -
0254 r .
. . BAMND
. A Lt
DDD s w . . PR -
press(813, 824, 828, 827, 802) press(816, 821, 515)
All Riowes
Split Color Points || RSguare M
0.081 539
A Rows
I
Count %2 LaogWarth
539 73375209 11649527
Lewel Prab
BAND 04212
MOBAND 05788

2.9. The Splitting Criterion

If we had opened the Candidates list in the initial node before splitting, we would have seen
Candidate G2 and LogWorth values.

Take the variable “humidity” as an example. The partition algorithm obtains all possible splits
of “humidity”. For each possible split, the likelihood ratio chi-square value for a test of
independence of “Band Occurred?” versus the two “humidity” groupings is obtained. The G2
value for “humidity” that is shown in the Candidates list is the largest possible one, and so
corresponds to the likelihood ratio chi-square value for the best split, based on G2.

11
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AN Rowes

Count [Elr,

539 ¥33.75204
Level Prak
BAMD 04212
MOBAND 05755

¥ Candidates

D

Term Candidate G2 Logiorth
grain screened 1526317452 4 02903560
proof on ctd ink 154015649 0757135796
paper type 41 19635301 909263749
ink type 2336747644 5473170149
zolvent type 012447377 0.03631410
type on cylinder G.741583269 202602134
press type 19.214047 21 4 05141802
press 2937071878 ¢ 11 6485273
cylinder size 0 65493009 017425329
location 7 45196255 1177343960
plating tank 0771058555 042034133
proof cut 10.64919339 180329222
vizcosity 11 42256651 20178260
caliper 243769360 024417435
1= (EE L BT 2%
hurmiclity 17.09997024 I3 44653674
g 47150999 1-SRAFTTE |
hlade pressure 718955741 1.04455922
varnizh pct 501276163 028625205
press speed 42 28057052 11.11336985
ink pct 17 ATT27140 3.38586103
zolvent pct 10.72213806 145229444
W G 74466656 1.01416710
hardener g.57487938 150536653
raller durometer 1799545697 39949765992
currert density 16 95014695 3.89053045
anode zpace ratio 278235275 011752418
chrome content 835271195 218021045

The LogWorth values are the logs of adjusted p-values for the chi-square test of
independence. These are adjusted to account for the number of ways that splits can occur.
For a particular variable, such as “humidity”, the LogWorth value corresponding to the split
that gives the largest such value is the one shown in the table.

Note that, in the preceding candidates list, the variable “press” shows the largest values on
both criteria. It is possible that the largest G*2 and LogWorth values are obtained for different
variables. The default criterion in JIMP 6 is to base the split on the LogWorth values.
However, the user can change that criterion under the red arrow in the analysis window.

12
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2.10. Lock Columns

The team realizes that the variable “press” shows the largest value for LogWorth, and so,
algorithmically, it is the best candidate for the first split. But the team agrees that this variable
will not give them information about underlying root causes. All presses must be utilized in
production. The question is, “What underlying process behavior is affecting banding, and
perhaps also affecting the fact that some presses do better than others?”

In other words, “press” is not a desirable variable for splitting. The fact that a split would
occur on “press” tells the team that certain presses are more affected by banding than others,
but that, in itself, does not help the team improve the process.

When splits occur on variables that are only tangentially useful for planning process
improvements, one can force attention to more useful predictors by excluding the tangential
variables from the partitioning algorithm.

That is done by selecting the Lock Columns option in the Partition platform menu. In our
current example, the team first prunes back the initial split, and then locks the “press” column
to prevent it from being used as a partition variable. (To lock the “press” column, first select
Lock Columns under the red arrow, and then select “press” from the column list.)

2.11. The Analysis Continues

With the “press” variable locked, the first split occurs on the variable “press speed” (see
graph). Knowledge about the effect of “press speed” is useful in terms of process
improvement actions. For “press speed >=2220", the team sees that 10.5% of runs have
banding, while for “press speed < 2220", 47.3% have banding.

Copyright © 2006, North Haven Group, LLC. Reprinted with the permission of North Haven Group, LLC.

13



Interactive Data Mining and Design of Experiments

1.00—
“
e 0754 W .
= : v . MOBAND
z e .
5 . -
5050 i :
o " - o
- . o . B
[= .,
i 5 A
Wg.254 . v -
. BAMD
0a04— =, o nt e T,
press sp press speed<2220
eed»=22
20

Spit | RSguare

0.087 539 1 1

All Rl

Mo M Splits  Imputes

Count
f39
Lewal
BAND

Al Rows
I

G2

73376209
Prob
04212

LogWorth
11.11337

NOBAMD 0.5788

Count G2
6 51.147355
Lewal Prob

Tpress speed==2220
I

BAMD

0.1083

Tpress speed<2220
(R

Count G2

463 B40.50374
Lewal Prob

BAMD

0.4730
NOBAMD  0.5270

¥ candidates

MOBAMND  0.8947
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The next graphic shows the tree after five splits. The counts for each of the splits and the
observed proportions for each node are displayed. The proportions, “Prob”, are obtained by
selecting the appropriate Display Option from the main menu.

Note that a split on “press type” appears at one point. The team might consider locking this
variable from the analysis, for reasons similar to those for which “press” was locked out.
However, the team suspects that optimal process settings may depend on “press type”.
Knowledge of the process should guide decisions of this kind.

14
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Split Color Points | RSquare N N Splits Imputes
0.150 539 ) 13
[
= All Roves
Count G2 LogwWarth
539 73375209 1M1.1133F7
Level Prob
BAND 0.4212
NOBAMD  0.5758
|
[ |
Tpress speed>=2220 Tpress speed<2220
N I
Count G*2  LogWorth Count G*2  LogWorth
7B 51147356 4.0393425 463 64050374 83356778
Level Frob Level Frob
BAMD 0.10583 BAND 0.4730
NOBAND  0.8947 NOBAND  0.5270

!—‘—\

Ttype on cylinder(YES)|| Ttype on cylinder(NO) Tpaper type(COATED, UNCOATED) T naper type(SUPER)
[ || S I |
Count G2 Count G Count G LogWaorth Count G2

63 17.735775 13 17.944828 440 BO04.72272  4.7254939 23 1]
Level Prob Level Prab Level Prab Level Prob
BAND 0.037 BAMND 0.4615 BAMND 0.4455 BAND 1.0000
NOBAMD  0.9683 NOBAND  0.5385 NOBAND  0.5545 NOBAMD  0.0000
¥ Candidates ¥ Candidates | ¥ Candidates

[ |
' press type(Motter/0, Motterdd, ~'press typeoodHoe?D)
I

Albert?)
[ Count G~2
Count G2 LogWorth 154 207 60764
286 37493857 52327053 Level Prab
Level Prob BAND 0.58974

BAND 0.3636
NOBAND 06364

!—‘—\

ink temperature<17 || “ink temperature>=17

NOBAND  0.4026
¥ Candidates

Count G2 Count G2

260 3256639 26 25456698
Level Prob Level Prob
BAND 0.3192 BAND 0.8077
NOBAMD  0.6808 NOBAMD  0.1223

¥ Candidates

¥ Candidates

The following graphic shows that a sixth split selects “grain screened” as the partitioning
variable in the “ink temperature < 17” branch.
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Tpress type(Motter?0, Motter9d, Tpress type(WoodHoe?0)
Alber?) I
[ Count G2
Count G2 Log¥Vorth 194 20760764
286 374.93557 52327053 Level Prab
Level Prob BAMD 0.5974
BAND 0.3636 NOBAMD  0.4026
NOBAND  0.6364 M Candidates
|
I |
Tink terperature<17 Tink temperature==17
Count G2 LogWorth Count G2
260 3256699 34561468 26 254566898
Level Prob Level Prob
BARND 0.3192 BAMND 0.8077
NOBAMND 0.6505 NOBAND 01923
| ¥ Candidates

Tgrain screened(MO) || Tgrain screened(YES)
7 JIr |

Count 542 Count G432
122 131.43826 138 18558753
Level Prob Level Prob

BAMD 0.2295 BAND 0.3986
NOBAMD  0.7705 MOBAMD  0.6014

¥ Candidates P Candidates

Note that splits have occurred both on nominal and continuous predictors. Note also that, by
the sixth split, 26 values have been imputed. This means that 26 of the rows involved in the
splits had missing values on some of the split variables. At each split where values are
missing, the corresponding rows are randomly assigned to the resulting nodes in a fashion
consistent with that variable’s population representation.

2.12. The Leaf Report and Predicted Probabilities

As trees get large, they become visually intractable. JMP provides a leaf report, which gives
the rule set and a display of the terminal nodes’ discriminatory ability. The leaf report for the
team’s six split model is shown in the following figure. The leaves have been sorted
according to the occurrence of “BAND”. This is done by right-clicking in the display in the
area of the bar graph and choosing the appropriate options from the menu that appears.

¥ Leaf Report
Regponse Prob

Leaf Label BAND NOBAMD
press speed<22203paper Lype(SUPER) 1.0000 0.0000
press speed<2220&npaper type(COATED, UNCOATED)&press type(Motter70, Matter34, Albed70)&ink temperature>=17 0.8077 01923
press speed<2220&paper type(COATED, UNCOATED)&press type(WoodHoe70) 05974 0.4025
press speed>=222024ype an cylinder(NO) 0.4615 05385
press speed<22202paper type(COATED, UNCOATED)&press type(Motter7D, Mottei94, Alber70)&ink temperature<17 &grain screened(YES) 03985 0ED14
press speed<22202paper type(COATED, UNCOATED)Rpress type(Motter7D, Mottei94, Alber70)&ink termperature<17 &grain screened(NC) 02295 07705
press speed==22208type on cylinder(YES) 00317 09653
Response Counts
Leaf Label BAND NOBAND
press speed<22203paper Lype(COATED, UNCOATED)&press type(WoodHoe70) a2 2
press speed<2220&paper type(COATED, UNCOATED)&press typeiMotter?0, Motter34, Alber70)&ink temperature<17 grain screened{YES) 55 a3
press speed<2220&paper type(COATED, UNCOATED)&press type(Matter70, Motterd4, Albert70)&ink temperature<17 &grain screened{NQ) 3 94
press speed<22202paper type(SUPER) 23 i
press speed<22202paper type(COATED, UNCOATED)&press type(Motter7D, Mottei94, Alber70)&ink termperature>=17 b3 5
press speed==22208type on cylinder(NG) 3 7
press speed>=222084ype on cylinder(YES) 2 61
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Formulas for the predicted probabilities, leaf numbers, and leaf labels (rule set) can be saved
to columns in the JMP data table. The predicted probabilities and leaf labels are shown in the
following figure. Note that the leaf labels are long and have been truncated in this figure.

x0T Prob(Band Prob(Band
=) Dcourred?==BAND] | Doourred?==N0BAND) Leaf Lakel
1 0.39555072 060144925 | press speed=2220&paper type(COATED, UNCOATED)Zaress type(hotter?0, MotterSd, Albert70)&ink temperatures=1
2 0.5974026 0.4025974 |press speed=2220&paper type(COATED, UNCOATED)&press typelWioodHoe70)
3 0.80769231 019230769 | press speed=22208paper type(COATED, UNCOATED)Zpress type(hotter 70, Motter9d, Alhert70)&ink temperature==
4 02295082 07704918 | press speed=22208paper type(COATED, UNCOATED)&oress typelMotter 70, Motter3d, Albert 7O)&ink temperature=<1
5 0.39855072 0.60144928 | press speed=2220&paper type(COATED, UNCOATED &oress typeiMatter 70, MotterDd, Alkert70)&ink temperature=1
E 0.03174603 096825397 | press speed==2220&ype on cylinderYES)
7 0.031 74603 096525397 | press speed==22208ype on cylinderYES)
g 0.39555072 060144925 | press speed=2220&paper type(COATED, UNCOATED Zpress type(Motter?0, MotterS4, Albert70)&ink temperature=1
9 0.5974026 04025974 |press speed=2220&paper type(COATED, UNCOATED)&press typelWioodHoe70)
10 0.2295052 0.7704915 |press speed=2220&paper type(COATED, UNCOATED)&press typeiMatter 70, MotterSd, Albert70)&ink temperature=1
11 0.22950582 0.7704918 |press speed=22208paper type(COATED, UNCOATED)Spress type(Matter70, MotterS4, Albert?0)&ink tempersture=1
12 0.39855072 0.60144928 | press speed=22208paper type(COATED, UNCOATED &press typeiMatter70, MotterDd, Alkert70)&ink temperature=1

The formula for the predicted probabilities, which was saved to the data table, is shown in the
following figure. The formula simply follows the splits to the terminal nodes and then assigns
the proportion of banding that was observed to a job that falls in that terminal node.

type on cylinder =="YES"=0.03174603174603
press speed==2220=If|type on cylinder =="NC" =0 46153846153846

else =0
. N grain screened=="N0" = 0.22950819672131
el el DL | Ik temperature <17 1| ain sereened=="YES" =0.3985507 2453769
If] paper type =="COATED" o1l Inress ype=="Alaer70" else =0
- — f|PaPer type =="UNCOATEL? else =0.00769230769231

press type=="vaodHoe7 0" = 0 537402597 4026
else =0

paper type =="SUPER" =1

else =0

2.13. Model Assessment

In the Partition platform, the user controls splitting. At each split, JIMP provides the best
splitting variable and grouping of levels of that variable. How does the user evaluate the
model defined by a particular selection of terminal nodes?

JMP provides several tools that are of value. These include Rz, a column contributions
analysis, and, in the case of a classification (rather than regression) tree, lift curves and
receiver operating characteristic (ROC) curves.

2.14. The Column Contributions Plot

JMP provides a column contributions plot to help determine the influence of the variables on
the response. The column contributions plot on the left in the following figure is for our six-
split model. The plot on the right is for the model that is obtained after 20 splits.

Copyright © 2006, North Haven Group, LLC. Reprinted with the permission of North Haven Group, LLC.
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¥ Column Contributions * Column Contributions

Term M Splits G2 Term N Splits Gh2
grain screened 1 B.A4381279 J grain screened 1 B.64381279
proof on ctd ink o oo proof on ctd ink 0 0
paper typs 1 ss7eomz | paper type 1 357810212 F
ink type o i} ink type 1 B.57365935
solvent type ] i} solvent type 0 0
type an cylinder 1 154667522 } type on cylinder 1 154667522
press type 1 22479505 press type 2 324780003
press ] i} press 0 0
cylincer size ] i} cylinder size 1 12.14488
location a a lozatian 0 0
plating tank i 1} plating tank 0 0
proaf cut 0 o proaf cut 1 136178391 5
vizcosity i 1} viscosity 2 344755322
caliper a a caliper 0 0

ink temperature 1 238089743 :| ink ternperature 1 23.8089743 i]
humicity ] ] humidity 1 13.4029554
roughness ] 1} raughness 0 0
blace pressure a a blade pressure 1 13.3031858 ]
warnish pot ] oo wvarnish pet a a
press spesd 1 421008827 |0 press speed 2 551426732 F
ink pct ] a ink pet 1 107932972
=olvent pot 0 1] solvent pot 0 0
WA o i} LUEES 0 0
hardener ] 1} hardener 0 0
roller durometer a a roller durameter 1 B.79646461
current density 0 i] current density 2 29086781
anode space ratio a a anode space ratio 1 10.7196508
chrome contert ] a chraome content 0 0
Tatal & 147 981055 Total 20 324240859

Note that, at some point, we begin to split on variables that seem to contribute little in terms of
discrimination.

2.15. Lift and ROC Curves

We return to the project team’s analysis based on six splits. The model’s ability to correctly
classify jobs as affected or not affected by banding can be assessed by using a lift curve
and/or a receiver operating characteristic (ROC) curve.

To understand the lift curve, think of the predicted probabilities of “BAND” as being sorted in
descending order. Each value of the probability of “BAND” is thought of as a cut point for the
decision to classify a record as “BAND”. So, each predicted probability defines a percentile,
or portion, of the data that would be classified as “BAND".

For each predicted probability (or p), JMP calculates the portion of the data that has predicted
probabilities greater than or equal to p. Then, thinking of p as a cut point for the decision to
classify runs as “BAND”, JMP calculates the correct classification rate for those runs with
predicted probability greater than or equal to p. This rate is divided by the proportion of
“BAND” in the full population.

18
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For example, the highest predicted probability in our example is 1.00. The number of jobs
that fall in this node is 23 (see the preceding leaf report). This cut point defines the top
23/539 = .043 portion (or 4.3 percentile) of the population.

Because all 23 of these jobs have banding, and so are correctly classified, the correct
classification rate is 1.00. In the population, there are 227 jobs that have “BAND” and 539
non-missing records for “BAND”, so the proportion of “BAND” in the population is 227/539 =
421,

So, the lift obtained at the .043 population portion is 1.00/.421 = 2.37. This is plotted on the
lift curve as the value at portion .043 (see the top curve in the following graph). Note that, at
a portion of .10, the lift value is about 2.10. This means that, if we use the six-split model and
classify the runs with predicted probabilities in the top 10% as “BAND”, then we are correctly
identifying 2.1 times more jobs than would be identified by chance alone.

¥ Lift Curve

2.4 Band Ccourred?
— BAMD
2.2 — NOBAND

2.0+
1.8+

Litt

1.6
1.4

1.2+

1.04——
ooo10

I I I I T
S0 B0 FO0 80 90 1.00

Portion

T T T
20 30 40

Intuitively, the lift curve measures the superiority of our model to random classification.

(In the construction of the lift curve, we note that a lift value is calculated for each of the
predicted probabilities (see the leaf report). The lift values between the predicted probabilities
are determined by linear interpolation.)

The receiver operating characteristic (ROC) curve is also based on the idea of treating the
probabilities as cut points for a classification scheme.

For a given cut point, the ROC curve plots the proportion of correct classifications (hit rate or
true positive ratio) on the Y axis and the proportion of incorrect classifications (false alarm
rate or false positive ratio) on the X axis.

19
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An ideal model has a hit rate of 1 and a false alarm rate of 0. The closer the curve is to the
left and upper boundaries of the graph, the better the model. The area under the ROC curve
measures the sorting efficiency of the model. A value of .5 indicates that the model is
equivalent to chance classification, while a value of 1.0 indicates that the model is classifying
perfectly.

¥ Receiver Operating Characteristic

1.00 ] Band Ooccurred? Ares
.90 —BAMD 0.7ga2
0.50 ] — MNCOBAMD 0.7ga2
0.70-
£ 0604
= k
& 0.504
E 4
i1 0.40 -
0.30
0.20
040

I:Il:ll:l T I T I T I T I T I T I T I T I T I T
0o 40 20 30 40 50 B0 7O B0 40100
1-Specificty

2.16. When Do You Stop Splitting?

JMP enables users to specify a minimum node size. Splitting on a node ends when that size
is reached. However, splitting until nodes can no longer be split because of the minimum size
requirement is not wise, as this may result in modeling of noise, rather than structure.

Recall that partition analysis can be used for data exploration as well as for model building.

If the goal is data exploration, splitting can continue until little additional predictive ability is
gained by further splitting. This can be assessed by comparing R? values, column
contributions, lift curves, or ROC curves.

If the goal of the analysis is predictive modeling, it is strongly recommended that the data be
separated into a training set and an evaluation set. Model development should take place on
the training set. Here, the user can select a number of candidate models based on criteria
such as a minimum change in R?, column contributions, or lift curves.

Then, these models can be evaluated on the evaluation set and a best model chosen. The
evaluation set helps guard against both underfitting and overfitting.

20
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2.17. More Features of the Partition Platform

JMP has many features that facilitate use of the Partition platform. Suppose that you have
split six times and have produced a lift curve and a leaf report. When you split once more,
the lift curve and leaf report update automatically; there is no need to regenerate them.

As we have seen, formulas can be saved to columns. In this form, they can be applied to
new records or copied and pasted into a new data table that contains new records. Also, the
row state data type in JMP allows you to easily track development and evaluation samples.

3. Custom Design

3.1. The Improve Phase

Our Six Sigma team is content with its six-split model. The team is ready to address root
causes. The following variables were identified by the partition analysis:

*  Press type.

e Type on cylinder.
*  Paper type.

e Grain screened.

*  Press speed.

e Ink temperature.

Although the partition analysis suggests an association of these predictors with banding, the
team realizes that association is not causality. The team decides to run a designed
experiment to determine if these factors and their interactions have a causal effect on
banding.

A big challenge facing the team is to define a continuous measure for degree of banding.
This is because an experiment based on a categorical response, such as “BAND” or
“NOBAND", will require a large, and often prohibitive, number of runs to detect factor-level
differences.

Copyright © 2006, North Haven Group, LLC. Reprinted with the permission of North Haven Group, LLC.
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3.2. Partitioning Helps Determine Factor-Level Settings

A second challenge to the team is to determine factor-level settings. Here, the Partition
platform continues to be of value. For continuous factors, the partition analysis provides a
guide to low and high levels based on the cut point that defines the split. For example, the
first split is on “press speed” and this is based on the cut point where speed is 2220. There
are no further splits on “press speed”. So, it makes sense to choose factor level settings for
“press speed” that are aggressive, with a high level above 2220 and a low level below 2220.

The Partition platform also helps in more complex situations. We illustrate with the factor
“press type”. Note that there are four press types, and that in our six-split partition model,
these are split into two nodes as shown.

Tpaper type(COATED, UNMCOATELD)
[

Count %2 LogWvarth
440 BO4.72272  4.7254939
Level Frob

BAMD 0.4455
MOBAND  0.5545

T press type(Motter70, Maotter9d, Tpress type(WWoodHoedO)
Alber?0) I
[ Count G2
Count 52 154 207 60764
286 37493557 Level Prak
Level Frab BAND 0.5974
BAND 0.3636 MOBAND  0.4026
MOBAND  0.6364 P Candidates
¥ Candidates

Which press types should be included in the experiment? At each node, the red arrow

contains options relating to further splits at that node. At the “press type (Motter70, Motter94,
Albert70)” node, the team chooses Prune Below to undo splitting beyond this node. Now the
team chooses Split Specific to choose a further split on “press type” at the optimal split value.
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The results of this split show that Motter 70 presses and Motter 94 and Albert 70 presses are
different in their effects on “BAND” at this point in the tree (see the following partition graph).
A further Split Specified at the Motter 94 and Albert 70 node indicates that these two press
types appear to have a similar effect on “BAND”.

T'press type(Motter70, Motterd4, T press typeloodHoe 70}
Alber70) - | |
Count G2
Count G*2  LogWorh 154 20760764
286 37483557 20112153
Level Frob BAND  0.5974 ~ press type
BAND 0.3636 MOBAND  0.4026
NOBAND 06364 i Lo2sn
[ ‘ ] 200
—
Tpress type(Matter? 0 T press type(Mottardd, Albert7 0y 150 g
= | 1 | =]
Count 2 Count 3 Logworth 100 &
48 46 327446 238 32019067 00058612 50
e b Level Prob
BAND 01875 BAND 03892 [=] U = =T [=]
NOBAND 08125 NOBAND 05008 = E % E
audidata z = E= £
B = = 2
~press ype(hiotterad) || Fpress typeAlbeny oy g
[ N (| —
Count G2 Count G2
168 22596874 70 94221633
el Lewel Prob
BANMD 03988 BAND 0.4000
NOBAND 06012 NOBAND 06000
R i L=
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Given this information and the bar chart above, the team decides on three levels for “press
type™:

e Woodhoe 70.
. Motter 70.
. Motter 94.

The team now turns its attention to “paper type”. “SUPER” paper is rarely used (see the
following figure), but it is always affected by banding. However, the team learns that its use is
being phased out. A split of the “paper type (UNCOATED, COATED)” node indicates that
both paper types seem to be affected at about the same rates (see the following figure).
Based on all of this information, the team decides to hold “paper type” constant at
“UNCOATED” during the experiment.

T
[ ]
" paper type(COATED, " paper type[SUPER)
UNCOATED) L]
| Count G2
Count G2 LogWorth 23 0
440 60472272 02305546 Level Prob T paper type
Level Prob BAND 1.0000 ¥ Frequencies
EAND 04455 NOBAND 00000
NOBAND 05545 ¥ candidates Level Count Prob
COATED 224 041481
) [ ) SUPER 23 0.04259
" paper typa(COATED)| ~ paper typa(UNCOATED) UNCOATED 293 054289
I I Total 540 100000
Count G2 Count G2 COATED SUPER  UNCOATED )
161 21959641 279 33453008 i s ing RO
Level Prob Level Prob
BAND 04286 BAND 04552
MOEAND 05714 MOEAND 05448
¥ Candidates ¥ Candidates

3.3. The Randomization Scheme

Once factor levels have been determined for all factors, the team must determine the
randomization scheme for the experiment. Since “paper type” has been eliminated as an
experimental factor, the experimental factors consist of:

* Presstype.

e Type on cylinder.
e Grain screened.

*  Press speed.

e Ink temperature.

Complete randomization would require that factor-level settings be assigned randomly to
runs, and that equipment be reset from scratch for each run. However, factors that involve
the press setup will be difficult and time-consuming to change, while factors that can be
manipulated within a press run will be easier to change.
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The team determines that the following factors are difficult to change:

* Presstype.
e Type on cylinder.
e  Grain screened.

And that the following factors are easy to change (within the press run):

e  Press speed.
e Ink temperature.

Note that the team faces a fairly complex design problem:

e There is a combination of continuous and categorical factors.
e There is one multiple-level categorical factor (“press type”).

*  There are both hard- and easy-to-change factors.

e Two-way interactions among the factors must be estimated.

This last requirement follows from the partition analysis, which suggests the existence of at
least two-way interactions among the factors.

3.4. The Custom Design Platform

JMP 6 provides the design of experiments (DOE) options shown below. Screening Design
allows the user to define standard two-level full and fractional factorial designs, as well as
Plackett-Burman designs. Full Factorial Design allows the user to design multiple-level full
factorials with categorical or continuous factors. JMP also provides Response Surface,
Mixture, and other design platforms.

B8 fnalyze  Graph  Tools  Vig
@ Custom Design

@ Screening Design

*-I—* Response Surface Design

fil Full Factorial Design
fi Mixture Design

=4 Space Filing Design
. Monlinear Design
# Taguchi Arrays

@ Auament Design

[F] sample Size and Power
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A new feature in JMP 6 is a greatly enhanced Custom Design platform. This is a highly
flexible structure for designing both simple and complex experiments. It accommodates:

e Continuous and categorical factors with arbitrary numbers of levels.

e Hard- and easy-to-change factors.
e Mixture factors.
e |nequality constraints on factors.

e  Covariates and uncontrollable variables.

e  User-specified lists of interactions and polynomial terms to be estimated.

By default, Custom Design generates D-optimal designs unless a response surface design is
requested; for response surface designs the I-optimality criterion is used. This is an option

that can be set by the user, though.

3.5. The Press Banding Team and Custom Design

Given the challenging nature of the design that the Six Sigma team must construct, the team
uses the JMP Custom Design platform to facilitate the design process.

The response and factors are added to the Custom Design list as shown.

DOE- Custom Design

*| ™ Custom Design

¥ Responses

[Add Response v] [Remove] [N Responses... ]

=]

Response Name Goal Lower Limit pper Limit Importance
Banding Degree |Minimize |D |1D |1
¥| Factors
[P.dd Factor V] [Remnve] Add M Factorg 1
MName Rale Changes “alues
¥ Press Type Categorical  Hard Woodhoe?D |MUtter?El |M0tter94
* Type on Cylinder  Categorical  Hard YES MNO
* (5rain Screened Categaorical  Hard MO YES
APress Speed Continuous  Easy 1420 2300
A |nk Temperature Continuous  Easy 14 17

As shown in the following figure, the team decides on a design that estimates all two-way
interactions, as indicated by the partition analysis. Note that the default design will require 24

runs, of which 12 will require changes to the press setup.
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* Model

[Main EFFectsl [Interactians V] [Crass] [Puwers V] [Remuve Term]

Mame Estimahility
Intercept Mecessary
Fress Type Mecessary
Type on Cylinder Mecessary
Grain Screened Mecessary
Fress Speed Mecessary
Ink Temperature Mecessary
Fress Type*Type on Cylinder Mecessary
Fress Type*Grain Screened Mecessary
Fress Type*Fress Speed Mecessary
Fress Type*lnk Temperature Mecessary
Type on Cylinder*Grain Screened Mecessary
Type on Cylinder*Press Speed Mecessary
Type on Cylinderfink Temperature Mecessary
Grain Screened™Press Speed Mecessary
Grain Screened”ink Temperature Mecessary
Press Speed®ink Temperature Mecessary

¥ Design Generation

mber of Whole Plots

< Murnber of Runs: 24
B ;””illlun. FM-

s) 24
(T ompramise 36
O Grid 48
O User Specified

The team agrees that the default design is appropriate. This properly randomized design,
generated by JMP, is shown in the following figure.

Design
Run ‘“Whaole Plots Press Type Type on Cylinder Grain Screened  Press Speed  Ink Temperature  Banding Degree
1 1 Motter70 MO NO 1420 17
2 1 Motter70 WO NO 2300 14
3 2 Motter4 MO NO 2300 17
4 2 Motter94 MO MO 1420 14
5 3 Woodhoe70 MO NO 2300 17
5 3 Woodhoe?0 MO NO 1420 14
7 4 Woodhoe70 YES YES 1420 14
] 4 Woodhoe70 YES YES 2300 17
] 5 Motter70 MO YES 2300 17
10 5 Motter70 MO YES 1420 14
1 6 Motter70 YES YES 1420 17
12 6 Motter70 YES YES 2300 14
13 7 Motter94 YES YES 2300 17
14 7 Motter94 YES YES 1420 14
15 g Motter70 YES MO 1420 14
16 g Motter70 YES NO 2300 17
17 9 Motter24 WO YES 1420 17
18 9 Motter34 MO YES 2300 14
19 10 Woodhoe?D YES MO 2300 14
20 10 Woodhoe?0 YES NO 1420 17
21 11 Woodhoe?0 WO YES 1420 17
22 11 Woodhoe?0 MO YES 2300 14
23 12 Motter94 YES MO 1420 17
24 12 Motter94 YES NO 2300 14
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JMP conveniently saves the model that will be used to analyze the experiment to the data
table. When the team has entered responses from the experiment, the team will simply run

this model.

= Custorn Design

= Columns (70)

ik Whole Plats

th Press Type 3%

ik Type on Cylinder 3k
ik Grain Screened ¥

4 Press Speed %

4 Ink Temperature 3
4 Banding Degree %

~ Rows

(%]

o e e e

All roves
Selected
Excluded
Hidden
Labelled

Report: Fit Model

Select Columns

il ¥hole Plots

th Press Type

ik Type on Cylinder
th Grain Screened

A Press Speed

A Ink Temperature
4 Banding Degree

Type on

Whole Plots | Press Type | Cylinder | Screened | Press Speed | Temperat | Banding Degree_

|} ¥ = Model Specification

R DV Personality: | Standard Least Sguares v

[ v ]| dBanding Degres Emphasis: | Minimal Report v

aptional
Method: REML (Recommended) ¥

optional Numeric Unbounded Yariance Compaonents

aptional Mumeric ] Estimate Only “ariance Components

ianal
options.

Construct Model Effects
Yhala Plots& Random
Press Type
Type on Cylinder
Grain Screened
Press Speed

Ink Temperature

Degree Press Type*Type on Cylinder

Aftributes = Press Type*Grain Screened

Transfarm = Press Type™Press Speed

O me Intercept Press Typelnk Temperature
Type on CylinderGrain Screened
Type on CylinderPress Speed
Type on Cylindertink Temperature
Grain Screened™Press Speed
Grain Screened*Iink Temperature
Press Speed®lnk Temperature

3.6. A Real Application Leads to Success

Our fictional Six Sigma team will run its experiment and analyze the results. This will
undoubtedly provide valuable knowledge about the root causes of banding.

At this point, we will describe a real application where partitioning, followed by a designed
experiment that was informed by the partition analysis, led to a large success. Because the
process and data are highly proprietary, we will be able to describe this example only at a
summary level.

A Six Sigma team was addressing the occurrence of a product defect. Although the
occurrence rate was small (4.5%), occurrence costs exceeded $10,000 per incident.

A large number of processing factors and raw material factors were suspected of causing the
defect. To obtain information on which factors might be associated with the defect, the team
used the Partition platform to analyze a large observational database containing process and
quality information for the product of interest.
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The database contained 6253 records. Nine process and raw material factors (five
continuous, four categorical), were used as inputs to the partition analysis. In the following
figure, which shows the partition model menu, the factors are generically named to preserve
confidentiality.

Report: Partition

Recursive partitioning

Select Columns Cast Selected Columns into Roles Action
A ik Defective?
4B
“ a
4D :E
4c p
ihF
y 4
i oyl
i) |I.H
ik Defective? g

il

YWeight optional Murmerc
aptiona! Muraeric
optional

The partition analysis, based on four splits, is shown below. Three factors are involved: “G”,
“A” and “J".

Copyright © 2006, North Haven Group, LLC. Reprinted with the permission of North Haven Group, LLC.
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Split RSquare MM Splits
0237 B253 4
|
T Al Rows
|
Count G*2  LogWorth
B253 22866457 75237559
Lewvel Prob
PASS 09552
FAIL  0.0448
|
| |
*5{High) 5 {Low, Medium)
[ | |
Count "2 LogWorth Count G*2  LogWaorth
581 B39.33860 24.9089653 BE72 1320325 21.410939
Level Praob Level Frob
PASS  0.7608 PASS  0.9751
FAIL 02352 FAIL  0.0249
’_k_‘ [
| |
T A==00 ~ A=85 T A==105 T A<105
./ 9B |/ [] (I
Count [0 Count [ELy Count [ELY] Count 2 LogWarth
277 3759901 304 167.92408 445 304.40541 5227 93372817 9.1800167
Lewvel Prob Level Prob Level Prob Lewvel Prob
PASS 0.5548 PASS  0.9211 PASS  0.8921 PASS 09822
FAIL  0.4152 FAIL  0.0789 FAIL  0.1079 FAIL 00178
¥ candidates ¥ Candidates ¥ Candidates
*J{wendorB) “JWendord)
() I
Count G2 Count G2
29 35923325 5198 B859.67067
Level Frab Level Prab
PASS 06397 PASS 09338
FAIL 03103 FAIL 00162
¥ Candidates P Candidates

The column contributions report suggests that these three factors explain a large amount of
the variation in the response.

¥ Column Contributions

Term N Splits L

A 2 177 515895 |
B I 0

C 0 0

O I 0

E 0 0

F I 0

5 1 326.9532051

H I 0

J 1 3m1378 |
Total 4 542731424
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Based on this analysis, the team performed a 22 factorial experiment with factors “G”, “A”, and
“J". The experiment led to root cause identification and elimination of the defect.

4, Summary

This paper has discussed the use of partition analysis in supporting variable selection for
design of experiments, and has illustrated the use of the Custom Design platform in JIMP to
design a complex experiment. Although both partition examples were classification tree
models, regression trees can be used in a similar fashion. We have found the
partition/design of experiments pairing extremely valuable in our Six Sigma project work and
training.

As we have seen, partitioning overcomes some of the shortcomings of multiple linear
regression and logistic regression (traditional regression). Multiple linear regression modeling
works well when the predictors and the response are linearly related; however, relationships
are not always linear. Traditional regression can be adversely affected by outliers and unruly
distributions, both for the predictors and response. And traditional regression does not deal
well with categorical predictors that have many levels (for example, Part Number, Distribution
Center, Sales Region).

Partition methods assist in data exploration, help with variable reduction, and inform variable
recoding (grouping levels of categorical variables into fewer categories). They also often
allow the building of better models than would be possible with traditional regression
methods. We find that partitioning is intuitive and easily understood by Six Sigma project
team members. In manufacturing situations where historical data is available, we have found
that partitioning helps teams understand relationships and suggests experimental factors.
Combined with design of experiments, it can greatly enhance project success.

We introduce the Partition platform in our Green Belt and Black Belt training. It is a valuable
exploratory tool for both transactional and manufacturing projects. Although we initially
introduced partitioning in our transactional training, it soon became clear that manufacturing
Green and Black Belts would benefit as well. It was then that we first appreciated the value of
the Partition platform as a tool for variable reduction prior to designing an experiment.

We are in the process of integrating the enhanced JMP 6 Custom Design platform in our
Green Belt and Black Belt training. The Custom Design platform in JMP 6 is a great
improvement over the platform in previous versions. With so many industrial experiments
dealing with hard- and easy-to-change variables, as well as constraints on the experimental
region, we view the new Custom Design platform as an extremely useful and convenient tool
for our trainees.
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